
Good morning..  
 
My name is Simon Howlett, Product Development Director at Workiva, and welcome 
ǘƻ ΨTestOps in a DevOps ǿƻǊƭŘΩ ǿƘŜǊŜ LΩƭƭ ōŜ ǘŀƭƪƛƴƎ ŀ ƭƛǘǘƭŜ ŀōƻǳǘ ƛƴǘŜƎǊŀǘƛƴƎ ȅƻǳǊ 
automated testing workflow and resources alongside a devOps team and and a 
continuous delivery infrastructure. 
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Workiva 
 
- Workiva provides a collaborative, cloud based solution for distributing complex 

documents and data, especially those required by regulatory boards such as the 
SEC 

- All of our offerings are cloud based, from a development and testing perspective 
that offers some interesting challenges, ranging from security, data protection, to 
performance and browser consistency.. 

 
Myself, 
 
I run what gets called the test engineering, or TestOps, team and as such I get to 
oversee testing process and infrastructure for most of our product teams, 15 
engineers keeping our test platform running all day every day, also ably assisted by a 
70 strong QA Department 

 
- I am based right here in sunny Portland, originally from the even rain soaked north 

west of England. 
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- Need for speed ς something we as company hold dear, as do many others. 
 

- Essentially it encapsulates the fast feedback cycle all product owners love, 
- get the minimum viable product in front of stakeholders, and 

customers, through continuous delivery. 
- This mindset can be an interesting challenge for a QA Analyst 
- Automated Testing is essential, and must be reliable and trusted 

- Understanding of what needs testing, how, and when is 
ǇŀǊŀƳƻǳƴǘΣ ǘƘŜ ǳǎǳŀƭ ΨǘŜǎǘ ŜǾŜǊȅǘƘƛƴƎΣ ŀƭƭ ǘƘŜ ǘƛƳŜΩ ƳƛƴŘǎŜǘ 
can be a tricky one when you could in theory be releasing 
updates multiple times every day. 
 

- To do this properly you need the support of a number of 
ǇŜƻǇƭŜΧ 
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Product teams. 
 
- Small teams, owning their own release schedule.. Which adds an Accountability ς 

they decide what gets released when, they donΩt have to wait for a large, 
scheduled release 

 
- DevOps ς Many organizations are turning to devOps teams to manage development 
and continuous delivery platforms,  
 - Frictionless Development ς easy workflows to get products out ς no 
bottlenecks, spending as little configuration of environments as possible (turning to 
things like virtualization & DockerΧύ 

- DevOps teams can tend to oversee any/all of the environments needed 
from development to deployment of products, but not always the deep 
mystical chasms that hold QA environments 
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- A TestOps Team own the provision of any and all testing resources,  

 
- Owning Testing Environments, Automation frameworks and everything that 

goes with that, actually very similar to DevOps and their provision of 
environments, which is really why its important the two teams are in sync, 
and donΩt appear as separate workflows in the delivery lifecycle. 

- ΨLƴǘŜƎǊŀǘƛƻƴΩ ǿƛǘƘ Devops here here meaning interacting with their CI items 
such as your build system, code repositories, and even up to to the push to 
production, this changes QA from a separate process at  

- Reliability is critical as getting buy in for owning quality in a product team 
as whole, rather than just the QA person, is a cultural shift and any hint of 
flakyness in your chosen system is usually not beneficial 

- Coverage & Reporting, produce easy to read, standardized reporting that 
can be provided to auditors to support releases 

- the end of development to a part of the same workflow development is 
using, which is crucial to a quick CI system 

- The simple way to think of it.. devOps looks after all our pre-production 
and development environments, and the support mechanism enabling 
items to be ready for promotion to production, testOps owns the testing 
resources WITHIN that same system 
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- Release Management 
 

- A trusty release management team is a necessity in this conversation also, 
they are the point of contact questions on what went out when internally 
ŀƴŘ ŦǊƻƳ ŀǳŘƛǘƻǊǎΣ ΨƘƻǿ ŘƛŘ ȅƻǳ ǘŜǎǘ ǘƘƛǎ ǊŜƭŜŀǎŜΣ Ƙƻǿ ǿŜǊŜ ǘƘŜǎŜ ƛǎǎǳŜǎ 
ǘǊŜŀǘŜŘΩ ς this information all comes out of devOps and testOps platforms 
so it needs to be easy to follow and automated where possible. 
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So, (and apologies, but you will be seeing a lot of this guy) 
 
The theory of fitting DevOps and TestOps teams together into an continuous delivery 
workflow seems pretty sensible? Hopefully it should be something easy to 
implement? 
 
²ŜƭƭΣ ǘǊŜŀŘ ŎŀǊŜŦǳƭƭȅΧ ƛƴ ǊŜŀƭƛǘȅ ƳƻǾƛƴƎ ǘƻ ǎǳŎƘ ŀ ǿƻǊƪŦƭƻǿ ǇƻǎŜǎ ŀ ŦŜǿ ŎƘŀƭƭŜƴƎŜǎΣ ŀǘ 
least for traditional QA as it requires.. 
 
Infrastructure changes   
Expectations on who owns what in the testing part of the software lifecycle, and 
changes to the parts of the process QA usually delves into 
Often leading to a pretty large cultural changes on the part of most teams.. 
 
If you would indulge me a little, lets take a look at how we at Workiva ended up at 
ǘƘƛǎ ǇƻƛƴǘΧ 
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In the start up days, starting with a few testers, we naturally evolved from ad-hoc 
manual testing of beta products, to a large set of manual test cases on a reasonably 
settled product feature set.  
 
These tests took around a week for 8 of us to complete and we managed to release 
on a fairly rigid two week cycle, with a huge amount of changes in each release, 
ǘƘƻǳƎƘ ǳǎǳŀƭƭȅ ǿƛǘƘ ŀ ƘƻǘŦƛȄ ƻǊ ǘǿƻ ŜŀŎƘ Řŀȅ ǘƻ ŦƛȄ ōǳƎǎ ǿŜΩŘ ƴƻǘ ǎǇƻǘǘŜŘΦ ²ƛǘƘƛƴ 
ǎƻƳŜ ƻŦ ǘƘŜǎŜ ǘŜǎǘǎ ǿŜǊŜ ŀ ƭƻǘ ƻŦ ǘƘƛƴƎǎ ǘƘŀǘ ǊŜŀƭƭȅ ǎƘƻǳƭŘƴΩǘ ƘŀǾŜ ōŜŜƴ ŘƻƴŜ ōȅ ǘƘŜ 
human eye, things like large document comparisons 
 
Luckily for us we has a base of pretty talented QA people who were also on very good 
terms with their development counterparts, so we managed to uphold a pretty 
decent level of quality, considering.  
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As you can imagine, a QA Analyst wanting heads down time to test, constantly led to 
ǎƻƳŜ ǇǊŜǘǘȅ ƛƴǘŜǊŜǎǘƛƴƎ ŎƻƴǾŜǊǎŀǘƛƻƴǎΣ ŀƴŘ ǘƘŜ ƎŜƴŜǊŀƭ ǎǘŀǘŜ ƻŦ ŀŦŦŀƛǊǎ ǿŀǎ ΨLΩƳ ōǳǎȅΩΧ  
 
So we needed to do something about that, and quickly.. With those 800 or so 
ƘŀƴŘǿǊƛǘǘŜƴ ǘŜǎǘ ŎŀǎŜǎΣ ǎƻ ǿŜ ƪƴŜǿ ǘƘŜ ƎǊƛƴŘ ǘƘŀǘ ǿŜ ƘŀŘ ǘƻ Řƻ ǎƻƳŜǘƘƛƴƎ ŀōƻǳǘΧ 
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Luckily we had a few folk on the QA team that were interested in attempting a proof 
of concept for automating our testing regime at that time. We carved off those guys 
ƛƴǘƻ ŀƴ ƛƴƛǘƛŀƭ ΨǘŜǎǘ ŜƴƎƛƴŜŜǊƛƴƎΩ ǘŜŀƳΦ  
 
The initial goal was to automate the work our manual testers do,, The challenge was 
an interesting one, not least because our main consumer application was built on 
ŀŘƻōŜΩǎ ŦƭŜȄ ǇƭŀǘŦƻǊƳΣ ŀŦǘŜǊ ŀ ŎƻǳǇƭŜ ƻŦ ŀǘǘŜƳǇǘǎ ǿƛǘƘ ƻǇŜƴ ǎƻǳǊŎŜ ǳǘƛƭƛǘƛŜǎΣ ǿŜ 
settled on {ƳŀǊǘ.ŜŀǊΩǎ Ω¢Ŝǎǘ /ƻƳǇƭŜǘŜΩ  ǇƭŀǘŦƻǊƳ 
 
We then set about finding a simple way to replicate our test cases, and also provide 
testers with a simple way to add new ones 
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About 3 months in we proved out we could do what we set out to do, we managed to 
replicate some of our test cases, and build a UI within which testers could add new 
tests.  Here you see a shot of the UI for a drag and drop style that IDE we built on top 
of test complete, so that our QA folk (and anyone else who wanted to) could make 
test cases pretty simply.  
 
At this point we then replicated what we could of our manual cases, so our daily 
builds now had some sort of test coverage ς those 800 tests ran on our initial 15 
machine setup and took most of the night to run. Step one was accomplished (albeit 
incredibly slowly), we all patted ourselves on the back, and set about expanding the 
system, whilst QA set about replicating ALL of their test cases, existing bug scenarios 
etc. 
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QA rightly applauded, they were getting some of their lives back, and we had 
something tangible to support each of our releases in terms of auditable test results. 
 
We also added some extra features at this time.. 
 
- Screen Recordings 
- Results emails/notifications 
- Document Comparison tools (MS Office, PDF, XML) to confirm we were translating 

client documents properly ς very important, given what we do as a company, 
nobody wants an em-ŘŀǎƘ ƛƴǎǘŜŀŘ ƻŦ ŀ ƘȅǇƘŜƴΣ ƻǊ ŀ ǇƛǊŀǘŜ ƛƴǎǘŜŀŘ ƻŦ ŀ ŎƘŜŎƪ ōƻȄΧ 
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And somewhat importantly, my product manager was vindicated in his support of our 
quest, we got to push harder on what we wanted to do with this new found resource, 
and we got to pitch our success to the rest of the company..  
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Our Engineers were also thrilled, they got to concentrate on coding, and their QA folk 
had been freed up to dig deeper 
 
Over time.. 
 
Our bug count in production decreased 
Our time to production started to go down 
Our level of test coverage increased..  
 
{ƻΧ 
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With this initial success, we got to increase our investment and reliance on this 
ŦǊŀƳŜǿƻǊƪΣ ǘƘŀǘ ŎŀƳŜ ǘƻ ōŜ ƪƴƻǿƴ ŀǎ Ψ{ƪȅƴŜǘΩΣ ŀ ƴƻŘ ǘƻ WŀƳŜǎ /ŀƳŜǊƻƴΣ ŀƴŘ ŀƭǎƻ ŀ 
regular threat by one of our engineers that he would replace most of us with a small 
ǎƘŜƭƭ ǎŎǊƛǇǘ ŀǘ ǎƻƳŜ Ǉƻƛƴǘ ƻǾŜǊ ǘƘŜ ŎƻǳǊǎŜ ƻŦ Ƙƛǎ ŎŀǊŜŜǊΣ  όƘŜΩǎ ƴƻǘ ŦŀǊ ƻŦŦΣ ŎǳǊǊŜƴǘƭȅΦΦύ 
 
We increased the machine resources we had for testing and came up with some fun 
algorithms to speed up test machine assignment, sped up our tests significantly so we 
Ǝƻǘ ǘƘŜ ƭŜƴƎǘƘ ƻŦ ŀ Ŧǳƭƭ ǘŜǎǘ Ǌǳƴ Řƻǿƴ ŦǊƻƳ ΨƻǾŜǊƴƛƎƘǘΣ ŀǘ ōŜǎǘΩ ǘƻ ŀǊƻǳƴŘ о ƘƻǳǊǎΦ ¢Ƙƛǎ 
enabled us to do a whole lot more testing and get a lot more efficient at it.. 
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So, were we successful? (and this is where you guys might spot some red flags.. But 
LΩƭƭ ŎƻƳŜ ōŀŎƪ ǘƻ ǘƘƻǎŜΦΦύ 
 
²ŜΩǾŜ ǎŜǘǘƭŜŘ ŀǘ ŀǊƻǳƴŘ тллл ǘŜǎǘǎΣ ǘƘŜƻǊŜǘƛŎŀƭƭȅ ƎƛǾƛƴƎ ǳǎ ŀ ƭŀǊƎŜ ŀƳƻǳƴǘ ƻŦ 
functional test coverage.  
 
Right now, we run an average of 1 million individual test scenarios, split amongst 
around 1000 builds per month. These range from hourly smoke tests and release 
candidates, to development builds and prototypes. 
 
And then the change in release schedule, we went from a two weekly release 
schedule a couple of years ago to a daily release model, now each night each night 
our tests run against the release candidate and each morning QA review any failures,  
providing release management with a go/no go answer on that build. 
 
CƻǊ ǘƘŜ ƭŀǎǘ ȅŜŀǊ ƻǊ ǎƻ ǿŜΩǾŜ ǎŜŜƴ Ŏƻǎǘǎ ǊŜŘǳŎŜ ŀƭǎƻ ōȅ ŀōƻǳǘ р҈-10% per month due 
to efficiency gains from making tests more efficient or moving service based tests into 
their own frameworks, saving time and making those tests much less flaky.  
 
 
But at this point, this was still a system in isolation, people have to intervene at 
various stages in the workflow to get items through the next stage, and there is very  
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little integration with other teams especially not anything resembling devOpsΧ 
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{ƻ ƘŜǊŜ ƛǎ ƻǳǊ ΨŎƭŀǎǎƛŎΩ ǿƻǊƪŦƭƻǿΦΦ 
 
- One of product team devs commits some code 
- ¢ƘŜ ōǳƛƭŘ ǎȅǎǘŜƳ ǿŜ ƘŀǾŜΣ ΨǎƳƛǘƘȅΩΣ ƪƛŎƪǎ ƻŦŦ ǘƘŜ ōǳƛƭŘΣ ŀƴȅ ǳƴƛǘ ǘŜǎǘǎΣ ŀƴŘ ǎǇƛǘǎ ƻǳǘ 

a build artifact if everything completes ok. 
- The QA person on the team (or in some cases the dev), deploys that build to 

Skynet, selects what tests they want to run and Skynet hands out the tasks to 
starts testing.  

- Skynet puts the test results together, sends out some emails and some chat room 
notifications, along with annotating Jira tickets and GitHub twΩǎ ǿƛǘƘ ǘƘŜ ǊŜǎǳƭǘǎ 

- At this point Release management is notified this is ready to go (usually by the QA 
person commenting on the Pull request) 

- If all goes well, Release management press the button, and our daily release goes 
out. 
 

{ƻ ƛƴ ǘƘŜƻǊȅΧ 
 
v! Ƙŀǎ ŀ Ǌƻōƻǘ ŀǊƳȅ ŘƻƛƴƎ ƛǘΩǎ ōƛŘŘƛƴƎ ¢ƘŜ ǇǊƻŘǳŎǘ ƳŀƴŀƎŜǊ ƛǎ ƻǾŜǊƧƻȅŜŘ ōŜŎŀǳǎŜ 
everything ticks over in a nice hand over system 
And engineers can keep writing code whilst QA handle all their testing for them..  
 
Anyone think this this is the reality? 
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LǘΩǎ ƳƻǊŜ ƭƛƪŜ ǘƘƛǎΧ 
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Here is what it possibly ended up like..  
 
QA and Product management is pretty happy, they create their own test coverage 
and as such know where the faults can lie in their applications 
 
Release management look a bit concerned though, and for one this is a broken 
workflow.. 
 
- People have to tell each other to do the next part.. That hand over from build to 

test, thatΩs a human interaction, one on which we ran the numbers, and there was 
an average delay of a day between getting items built in dev to getting them into 
testing in Skynet, Release management actually spend a lot of time chasing these 
handovers and the detail from them, and that should just be automatic 

- The promotion to release management, relies on someone reviewing test results, 
particularly in the case of master runs, and with teams operating in different time 
zones that can delay releases by a number of hours, chasing people to look into 
that last remaining failing test 

- Also at this point, all of the systems needed to get software out into the customers 
hands are owned by different people, IT own deployment, QA owns testing, 
another group owns the build system, so at any point any break in the process halt 
everyone until we can find out where the problem is, and also, and this may seem 
trivial, but its not, everything looks and feels like something disconnected from the  
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whole, one language for one thing, another for the next tool, different reporting 
styles, inconsistent and often confusing ς something TestOps will look to resolve in 
working with DevOps 
 

- So there are some obvious challenges.. 
 

- Not least that in the main none of this interacts with our new DevOps systems 
ǿƘƛŎƘ ǘŜŀƳǎ ŀǊŜ ōŜƎƛƴƴƛƴƎ ǘƻ ǳǎŜ ǘƻ ƎŜǘ ǘƘŜƛǊ ƴŜǿ ǇǊƻŘǳŎǘǎ ƻǳǘΧ 
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At the same time as reviewing all this, as a company we decided on a pretty seismic 
shift in the way we release software.. And this was firmly in the DevOps realm of 
ownership, something as a QA organization was going to have a massive impact on 
us.  
 
everything we released up until around 1 year ago, was conveniently contained 
within one or two build packages, and really we utilized a couple of specific languages 
and server platforms for everything. This was to be split up into a decentralized micro 
services model (allowing us to scale more easily) 
 
Teams will then be able to release on their own, whenever they need, outside of the 
release schedule and without reliance on release management to fit their updates 
into a timeslot. 
 
¢Ƙƛǎ ƛǎ ǊŜŀƭƭȅ ǘƘŜ ΨƴŜŜŘ ŦƻǊ ǎǇŜŜŘΩ ƳŀƴǘǊŀ ƛƴ ŀƭƭ ƛǘǎ ƎƭƻǊȅΣ ǇǊƻŘǳŎǘ ǘŜŀƳǎ ŀŎŎƻǳƴǘŀōƭŜ 
for everything they do, an interesting challenge for anyone with a traditional QA 
ƳƛƴŘǎŜǘΧ 
 
To support this change the devOps team was to build new development 
environments and deployment infrastructure to support this plan, this gave us a 
chance to take stock of what we had done previously, and figure out what we could 
fix by integrating tighter with this new devOps ideal.. 
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Here is what we found with Skynet in its first version, and things we need to fix.. 
 
Functional testing has proven great for what we initially wanted it for, it catches bugs, 
every day, it frees people up to do deeper dives in their products, and it gives us 
feedback pretty quickly (within reason..) 
 
But, some challenges become obvious over time.. 
 
- When people needed test coverage for new features, it isnt simple to do it inline 

with those features being developed, and the test code itself lives in another repo, 
which needs to be kept in sync, so that gives us a headache of branching and 
merging tests to support new features, not simply adding them in the same pull 
requests as the features themselves ς this we could fix by not separating test code 
repositories from product code.. A first switch to using the CI model to solve one 
of out issues. 

 
We have also noticed we are victims of our own success..  
 
- the industry wide problem of flaky tests, our master runs usually have around a 

.1% failure rate, anywhere from 1-30 failed tests, aside from the bugs themselves, 
that means 

- Lack of confidence in tests ς people tire of reviewing the same thing and  
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become complacent about it, often the first thing to be blamed is the test, 
not the product 
 
one way to help fix this, is again, containing tests with the code they 
examine, so hopefully the team in charge adjusts their mindset and has 
more solid tests (or moves them to a less fragile place in the stack) 

 
- ²Ŝ ǘŜƴŘ ǘƻ ŘŜŦŀǳƭǘ ǘƻ ŦǳƴŎǘƛƻƴŀƭ ǘŜǎǘƛƴƎΦ IŜǊŜ ƛǎ ƻƴŜ Ŝŀǎȅ ŜȄŀƳǇƭŜΧ 

 
 we had around 350 or so tests that cover when a document is translated from 
the format used in our text editor to PDF, checking did it match an expected example.  
 - each of these tests.. 
  logs into our application 
  imports and edits a document 
  saves that file 
  does the translation 
  compares the output 
 
  These tests took around 4 minutes each, when really, the last two 
steps are all the test needs to do. We made it too easy for users to do this via a 
functional test, and created massed of duplication, in this case, to fix this (and a 
model we now promote) is we built a test harness to take just the document 
translation service and test that service in isolation, shaving time, costs and 
increasing reliability in tests ς these tests now run in isolation as part of our new 
system (more about that later..).     
  
 
- Those delays we spoke out..  

- 3 hours for a full test run is a much improved timeframe, but its still way 
too slow. 

- Too many human interventions in the process that caused delay, not least 
that one day between build and test.. 

 
- ŎǳƭǘǳǊŀƭƭȅΣ ƛǘ ǿŀǎ ƴƻǘ ƘŜƭǇƛƴƎ ǘƘŜ Ψv! ŘƻŜǎ vǳŀƭƛǘȅΩ ƳƛƴŘǎŜǘ Ǝƻ ŀǿŀȅΣ ǿŜ ǿŀƴǘ ǘƘƛǎ 
ǘƻ ōŜ ǊŜǇƭŀŎŜŘ ōȅ Ψvǳŀƭƛǘȅ Lǎ ŜǾŜǊȅƻƴŜΩǎ ǊŜǎǇƻƴǎƛōƛƭƛǘȅΩΣ ŀǎ ƛǘ ƪŜǇǘ ǘƘŀǘ ǿŀƭƭ ƻŦΣ 
ΨƘŜǊŜΩǎ ȅƻǳǊ ōǳƛƭŘΣ Ǝƻ ǘŜǎǘ ƛǘΦΦΩ ς in another workflow entirely from where the 
feature has been built 
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The happy scene amongst our guys ends up a little like this..  
 
QA is freaking out, for numerous reasons, The product manager, wonders how this is 
all going to work, especially given the mild mannered QA folk freaking out is never a 
good sign.. 
 
Release Management, well, their natural paranoia says thumbs down to this, how are 
ǿŜ ŜǾŜǊȅ ƎƻƛƴƎ ǘƻ ƘŀǾŜ ΨǎŀŦŜΩ ǊŜƭŜŀǎŜǎ 
 
The engineers go into battle mode, as they assume people freaking out means people 
ŘƻƴΩǘ ǘǊǳǎǘ ǘƘŜƳΣ ŀƭƭ ǘƘŜ ǿƘƛƭŜ ǘƘŜȅ ŀǊŜ ǇǊŜǘǘȅ ŜȄŎƛǘŜŘ ƛƴ ǘƘŜ Ƴŀƛƴ ŀōƻǳǘ ƻǿƴƛƴƎ ǘƘŜƛǊ 
ƻǿƴ ŘŜǎǘƛƴȅ όǘƘƻǳƎƘ ƴƻǘ млл҈ ǎƻƭŘ ƻƴ ǘƘŜ Ψǉǳŀƭƛǘȅ ƛǎ ŜǾŜǊȅƻƴŜΩǎ ǊŜǎǇƻƴǎƛōƛƭƛǘȅΩ 
ǘƘƛƴƎΦΦΩύ 
 
And then the devOps ninjas, who have some nice new shinny tools to build to help 
empower our product teams to do more.. Faster.. 
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